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Implementation of Next-Generation Layer-2 Technology Provides

Low—Cost and High—-Speed Network with Freely Ondemand EVPL establishment
Supporting Guaranteed Bandwidth and Fault Recovery.
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Next—-Generation Layer—2 Network Technology

—Exper iments—

y ____ Summary /4

(MDAutomatic establishment of EVPL paths using GMPLS
— On demand path set up/tear down requests via Web Interface
— Route calculation on the Resource Manager and path set up by RSVP signaling

2Tag swapping feature using software Layer-2 switch
— Solution to the problem of the VLAN Tag space
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Future Prospects

Create Next—-Generation Layer—-2 Network with breaking the Ethernet
— Provide High-Speed Failure Recovery and Guarantee QoS by bandwidth control
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