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1:Target System1:Target System
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and Optical (Lambda Switch Capable) layer

Information un-matching between IP layer 
and Optical (Lambda Switch Capable) layer

ISSUE-1 
Packet loss from a tear down optical path

Traffic Traffic

Ｘ

Tear down

Ｘ

Ｘ

Ｘ

Ｘ

Ｘ

Ｘ

Ｘ

Ｘ

Ｘ

Ｘ

Ｘ

Loss



Page-6

2:Issues2:Issues Information un-matching between IP layer 
and Optical (Lambda Switch Capable) layer
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2:Issues2:Issues Information un-matching between IP layer 
and Optical (Lambda Switch Capable) layer
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Inter-working using a thin layer (GMPLS 
PSC-layer) which concealing the change of 
optical (LSC) layer topology from IP layer

Inter-working using a thin layer (GMPLS 
PSC-layer) which concealing the change of 
optical (LSC) layer topology from IP layer

Basic ConceptBasic Concept IP layerIP layer

PSC layerPSC layer

LSC layer
(optical path layer)

LSC layer
(optical path layer)Dynamically 

reconfigured
Dynamically 
reconfigured

unstableunstable

StableStable

(1) Against packet loss Traffic refuge from tear-down paths

(2) Against network 
address un-matching

Logical full-mesh permanent 
connection given by packet path 
(PSC-LSP)

(3) Against the time to 
re-configure the nodes

Aggregation of destination of route 
into packet paths(PSC paths)



Page-9

3:Proposal3:Proposal

(1) Original path allocation(1) Original path allocation

PSC path

LSC path

NW
IP router

PSC node

NW NW
NW

NW

NW

TM

TM

TM

TM

TM

TM

NW
NW

TM

TM

NWTM

NW

NW

TM

TM

NW

TM

NW
NW

TM

TM

NWTM

NW

NW

TM

TM

NW TM

(2) Traffic refuge from tear-
down paths

(2) Traffic refuge from tear-
down paths

(1) Against packet loss(1) Against packet loss

NW
NW

TM

TM

NWTM

NW

NW

TM

TM

NW

TM

Traffic refuge from tear-down 
paths using PSC-LSP

(3) Optical(LSC) path rearrange(3) Optical(LSC) path rearrange (4) Packet forwarding route optimization(4) Packet forwarding route optimization



Page-10

Ｘ

Ｘ Ｘ

Ｘ

Ｘ Ｘ

Ｘ

Ｘ

Ｘ

ＸＸ

Ｘ

(2) Against address un-matching problem(2) Against address un-matching problem

LSC domain

IP domain
PSC domain

PSC
domain

PSC domain
IP domain

LSC domain

(4)  Termination points of LSC-LSPs

(3)  Termination points of PSC-LSPs

(2) Logical adgacent nodes in IP domain

IP domain

FSC
domain

PSC LSPs

LSC LSPs

Logical full mesh connection between 
all IP interfaces by PSC paths

Ｘ

Ｘ

Ｘ

Ｘ

NW

Ｘ

Ｘ

Ｘ

NW

Ｘ

Ｘ

fiber
optical (LSC) path

packet (PSC) path

3:Proposal3:Proposal



Page-11

(3) Against the time to re-configure the nodes(3) Against the time to re-configure the nodes
3:Proposal3:Proposal
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(1) We described Traffic driven dynamic optical path rearrange 

system

(2) We proposed solutions for information data miss-matching 
problems. 
I.e  ①Packet loss from tear down optical paths   

②IP network address miss-matching when optical paths 
are rearranged.

③Time to reconfiguring of packet forwarding route tables.
The solution using a shin layer (GMPLS PSC) to conceal 
optical layer topology transition from IP layer.

(3) We implemented GMPLS PSC and LSC system, and we 
evaluated the basic functions to resolve the problems.
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